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RELATORIO DE FUNDAMENTACAO DA PROPOSTA DE LEI
SOBRE A INTELIGENCIA ARTIFICIAL

I- INTRODUCAO

Ao abrigo da Constituicao da Republica de Angola, nomeadamente dos artigos
40.°, 54.°, 55.° e 210.°, o Estado reconhece e garante direitos fundamentais
como a liberdade de expressao, a privacidade e a proteccao de dados pessoais,
assumindo igualmente o dever de promover o desenvolvimento tecnolégico e
cientifico. Neste contexto, a utilizacdo da Inteligéncia Artificial (IA) no
territério nacional deve ser orientada por principios que assegurem a protec¢ao
dos direitos e liberdades fundamentais, o respeito pela dignidade da pessoa

humana e a promoc¢ao do bem comum.

A relevancia crescente da IA no plano nacional e internacional, associada ao seu
impacto transversal nos sectores econémico, social, cientifico e cultural, impoe
a criagao de um quadro juridico especifico que regule o seu desenvolvimento,
aplicacao e utilizagao. Tal regulagdo deve conciliar a promogdo da inovagao e
do progresso tecnolégico com a salvaguarda dos direitos das pessoas,
prevenindo riscos como a discriminagao algoritmica, a violagao da privacidade,

a manipula¢ao de informagao e outros potenciais abusos.

A Declaragiao Africana sobre Inteligéncia Artificial, assinada em Kigali a 4 de
Abril de 2025 por paises africanos e organismos regionais, estabelece
principios, objectivos e compromissos para promover uma IA ética, inclusiva

e alinhada com a Agenda 2063 e os ODS, com destaque para os seguinte:



a) Defende soberania digital, diversidade cultural, proteccao de dados,
transparéncia e sustentabilidade ambiental;

b) Define metas como impulsionar inova¢ao, competitividade e lideranga
africana em IA, com ac¢des concretas: criagao de programas de
educaciao e investigagao em IA, desenvolvimento de conjuntos de
dados abertos e de infra-estruturas de computacao soberana, estimulo
a hubs de inovacao e investimentos, incluindo um Fundo Africano de
IA;

¢) Prevé ainda governacao harmonizada, partilha de conhecimento,
cooperagao regional e internacional, e a criacdo do Conselho Africano
de IA, visando integrar a Africa de forma segura e competitiva na

economia global da inteligéncia artificial

Neste sentido, a presente proposta de Lei estabelece os principios gerais, os
direitos e deveres, bem como as normas de funcionamento, fiscalizacao e
responsabilidade aplicaveis as actividades relacionadas com a Inteligéncia
Artificial. O diploma visa assegurar que a adop¢ao desta tecnologia contribua
para o desenvolvimento sustentavel de Angola, em conformidade com os
valores constitucionais e com o0s objectivos estratégicos de modernizagao e
diversificagao da economia, refor¢ando a soberania digital e a competitividade

do pais.

I1- RAZOES JUSTIFICATIVAS

A presente Proposta de Lei sobre Inteligéncia Artificial surge em resposta a
rapida evolugdao tecnologica e a necessidade de Angola se alinhar com as
melhores praticas internacionais no dominio da inova¢ao digital. A crescente
adopgao de sistemas de Inteligéncia Artificial (IA) traz inimeros beneficios para
a sociedade, como a melhoria da eficiéncia em servigos publicos e privados, a

facilitacio de decisdes informadas e a promog¢io do desenvolvimento
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economico. No entanto, a utilizacio desregulada da IA apresenta desafios
significativos, incluindo riscos a privacidade, a seguranca, a transparéncia € ao

exercicio de direitos fundamentais.

A expansao do uso da IA em diversos sectores, como saide, educagao,

seguranca, justica e economia, demanda um enquadramento legal que assegure:

e Transparéncia: Garantir que os sistemas de IA funcionem de maneira

compreensivel para os utilizadores;

e Responsabilidade: Definir claramente os agentes responsaveis pelos

impactos negativos resultantes do uso de IA;

e Seguranca: Proteger os cidaddos contra riscos relacionados ao uso
indevido da tecnologia, como ciberataques e decisdes automatizadas
discriminatoérias;

e Proteccio de Dados: Reforcar a seguranca e a privacidade dos dados

pessoais utilizados por sistemas de IA;

e Fomento a Inovagao: Estabelecer incentivos para o desenvolvimento e

a aplicagdo de solugdes tecnologicas nacionais.

A proposta visa também posicionar Angola como um pais que adere aos
padroes internacionais de regulagdao da IA, promovendo a cooperagio global e
assegurando a competitividade tecnolégica no mercado internacional.
Legislacao semelhante tem sido adoptada em varios ordenamentos juridicos,
como os da Unido FEuropeia e da China, o que demonstra a necessidade de
Angola acompanhar esta tendéncia para garantir a protec¢ao de seus cidadaos

e o desenvolvimento sustentavel através da inovagao tecnoldgica.



III- PERSPECTIVA DO ESTUDO COMPARADO

3.1 - REGULACAO DA IA NO ORDENAMENTO JURIDICO NORTE-
AMERICANO

Tendo em conta a forma republicana dos Estados Unidos da América, a
regulacio da IA neste pais é fragmentada e, principalmente, baseada em
regulamentagoes sectorials, pois nao existe uma legislacao federal unificada e,
especificamente, virada para IA, mas, sim, varias iniciativas lancadas para guiar

o desenvolvimento e o uso responsavel da tecnologia.

Nao obstante, foi aprovada, em 2020, a Lei da Iniciativa Nacional de
Inteligéncia Artificial, National Al Initiative Act, com o objectivo de
estabelecer uma estrutura coordenada e abrangente para a promogiao da
pesquisa, desenvolvimento e uso ético e responsavel da IA nos Estados Unidos,
que reflecte a crescente importancia da IA em diversos sectores e busca garantir

que o pais mantenha uma posicao de lideranga global na inovagao tecnologica.

Nos termos do disposto na Seccao 101 e 102 da referida Lei, ¢ previsto o
Comité de Iniciativa Nacional de IA, cuja fun¢do é coordenar os esforcos
federais nesta matéria, reunindo representantes de diversas agéncias
governamentais. Esse comité é responsavel por garantir que as iniciativas de 1A
sejam integradas e colaborativas, evitando duplicidade de esforcos e
promovendo sinergias entre os diferentes programas e projectos federais. O
comité também supervisiona a implementagao da estratégia nacional de IA,
avalia os progressos feitos e sugere melhorias continuas para manter a eficacia

das politicas neste sector.

No ambito desta Lei, destaca-se também a norma da Sec¢ao 104, que designa o
Instituto Nacional de Padrées e Tecnologia (NIST), como a entidade

principal para o desenvolvimento de directrizes e padroes para 1A, cuja



responsabilidade se consubstancia em criar normas técnicas que garantam que

os sistemas de IA sejam seguros, confiaveis e éticos.

Ainda neste dominio, importa referenciar a Lei de Privacidade do
Consumidor da Califérnia, California Consumer Privacy Act, CCPA, que impoe
diversas obrigacoes legais que afectam directamente o uso de tecnologias de
Inteligéncia Artificial (IA), especialmente em relagao a colecta, processamento
e proteccio de dados pessoais. Neste sentido, varios artigos prevéem um
conjunto de direitos e garantias dos cidadaos face ao uso de tecnologias de

informacao.

Por exemplo, o artigo 1798.100 desta Lei garante aos consumidores o direito
de saber quais dados estao sendo colectados e para que sao utilizados, exigindo
que as empresas sejam transparentes sobre como seus sistemas de IA empregam
essas informagoes para treinamento e tomada de decisoes automatizadas. Trata-
se de um Diploma que, de grosso modo, estabelece uma estrutura legal rigorosa
que promove a transparéncia, seguran¢a e protec¢do dos direitos dos
consumidores, impactando, significativamente, a maneira como as empresas

desenvolvem e aplicam a IA.

3.2 - REGULACAO DA IA NO ORDENAMENTO JURIDICO DA UNIAO
EUROPEIA

A Unido Europeia estd na vanguarda da regulamentacao da IA, com uma
abordagem mais cautelosa e orientada para os direitos humanos e a proteccao
de dados. Neste contexto, em 12 de Julho de 2024, foi publicada a Lei de
Inteligéncia Artificial, regulamentada pelo Regulamento (UE) 2024/1689
("Lei de IA da UE"), marcando o estabelecimento do primeiro quadro

juridico horizontal e abrangente para a regulamentacao de sistemas de IA em



toda a UE. Tendo entrado em vigor, em todos os 27 Estados-Membros, no dia
1 de Agosto de 2024, embora a aplicacao da maioria das suas disposi¢oes tenha

sido preterida para o dia 2 de Agosto de 2026.

Composta, dentre outros aspectos, por 113 artigos, a Lei adopta uma
abordagem baseada em risco para regulamentar todo o ciclo de vida de
diferentes tipos de sistemas de IA, sendo que a nao conformidade com ela pode
resultar em uma penalidade financeira de até EUR 35 milhoes ou 7% do

facturamento anual global, prevalecendo o maior valor.

Nos termos do artigo 2.°, a Lei da IA da UE aplica-se a: (i) provedores que
colocam no mercado da UE ou em servico sistemas de IA ou, ainda, que
colocam no mercado da UE modelos de IA de uso geral ("modelos GPAI");
(i) implantadores de sistemas de IA que tém estabelecimento na UE; (i)
provedores e implantadores de sistemas de IA em paises terceiros, se a saida
produzida pelo sistema de IA for utilizada na UE. Dai que ela estabelece
obrigacbes para provedores, implantadores, importadores, distribuidores e
tabricantes de produtos de sistemas de IA, com conexao ao mercado da UE.

No entanto, ela nao aplica a sistemas de IA de cédigo aberto, a menos que sejam
proibidos ou classificados como de alto risco ou utilizados exclusivamente para

pesquisa e desenvolvimento cientifico.

A Lei de IA da UE proibe certas praticas de IA em toda a Unido, considerando-
as prejudiciais, abusivas e em contradicido com os valores da UE. As praticas
proibidas incluem o uso de técnicas subliminares de IA além da consciéncia de
uma pessoa, ou técnicas deliberadamente manipuladoras ou enganosas, com o

objectivo ou efeito de distorcer materialmente o comportamento humano.

A Lei de IA da UE impoe uma ampla gama de obriga¢oes aos diversos actores

no ciclo de vida de um sistema de IA de alto risco, incluindo requisitos sobre
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treinamento e governagao de dados, documentagiao técnica, manutencao de
registos, robustez técnica, transparéncia, supervisio humana e seguranca
cibernética. Por exemplo, sistemas de IA de alto risco que utilizam técnicas
envolvendo treinamento de modelos com dados devem ser desenvolvidos com
base em conjuntos de dados de treinamento, validagao e teste que atendam aos

critérios de qualidade estabelecidos pelo artigo 10.°.

A Lei de IA da UE dedica um capitulo a classificacao e regulamentacao de
modelos GPAI definido como "um modelo de IA, incluindo aqueles treinados
com grande quantidade de dados usando autos supervisio em escala, que
demonstra generalidade significativa e ¢ capaz de realizar uma ampla gama de
tarefas distintas, independentemente da forma como ¢é colocado no mercado e
que pode ser integrado em diversos sistemas ou aplicativos downstream, excepto
os modelos de IA usados para actividades de pesquisa, desenvolvimento ou

prototipagem antes de serem comercializados".

Conforme mencionado, a Lei da UE sobre IA nao se aplica a quaisquer sistemas
ou modelos de IA (incluindo modelos GPAI e seus resultados) desenvolvidos
e colocados em servico exclusivamente para pesquisa e desenvolvimento

cientifico (Art. 2 (6) da Lei da UE sobre IA).

Nos termos do artigo 53.° da Lei, todos os provedores de modelos GPAI estao
sujeitos a certas obrigagoes, como: (1) manter documentagao técnica actualizada,
incluindo o processo de treinamento e teste, ou fornecer informagoes a
provedores de sistemas de IA que pretendem usar o modelo GPAI; (ii) cooperar
com a Comissao e autoridades nacionais competentes; e (iii) respeitar as leis

nacionais sobre direitos autorais e direitos relacionados.



Os provedores de modelos GPAI com risco sistémico tém obrigacoes
adicionais, incluindo realizar avaliagdes padronizadas de modelos, avaliar e
mitigar riscos sistémicos, rastrear e relatar incidentes e garantir a protecgao da

seguranca cibernética (Art. 55 da Lei de IA da UE).

O artigo 56.° da Lei de IA da UE orienta o Gabinete de IA da UE a incentivar
e facilitar a elaboracao de codigos de pratica no nivel da UE para "contribuir

para a aplicaciao adequada" da lei, considerando "abordagens internacionais".

3.3 - REGULACAO DA IA NO ORDENAMENTO JURIDICO CHINES
A Republica Popular da China nao dispde, ainda, de um Diploma que regula

especificamente a Inteligéncia Artificial, apesar de adoptar uma abordagem
centralizada e estratégica para a regulaciao da IA, alinhada com sua politica de

se tornar lider global em IA até 2030.

Nio obstante, em 2017, aprovou o Plano de Desenvolvimento da Nova
Geragao de Inteligéncia Artificial da China, vista como a estratégia nacional
ambiciosa, elaborada com o objectivo de transformar o paifs em lider global em
Inteligéncia Artificial (IA) até 2030. Este documento destaca a IA como um
motor central para o crescimento econémico, inovagao tecnologica e seguranga
nacional, reflectindo o compromisso da China em dominar essa tecnologia

emer gente.

Dentre outros aspectos o Plano de Desenvolvimento da Nova Geragio de
Inteligéncia Artificial da China prevé o seguinte:

a) Até 2020: O foco inicial consistiu em alcangar avancos significativos em

tecnologias de 1A, estabelecendo uma base sélida para a industria de TA

e integrando-a aos principais sectores econémicos. Isso incluiu o
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desenvolvimento de infra-estrutura e plataformas de suporte para
pesquisa e aplicagao de IA.

b) Até 2025: O plano prevé que a China lidere o mundo em algumas areas
de tecnologia de IA e que a IA se torne um dos principais motores do
crescimento econémico do pais. Isso implica na integracao ainda mais
profunda da IA em sectores como manufactura, saide, educagio e
servicos publicos.

c) Até 2030: O objectivo final é que a China se estabeleca como o principal
centro de inovacdo em IA globalmente, com lideran¢a em padrdes,
teorias ¢ tecnologias de IA. Nessa fase, espera-se que a IA tenha

transformado completamente a economia e a sociedade chinesa.

O plano enfatiza a necessidade de inovagao em IA, incentivando a pesquisa
avancada em areas como aprendizado de maquina, visdo computacional,
processamento de linguagem natural e robotica. A China busca niao apenas
adoptar as tecnologias existentes, mas também liderar a criacio de novas

solugoes e abordagens.

Ha um forte investimento em P&D (Pesquisa e Desenvolvimento), com
incentivos para universidades, empresas e institutos de pesquisa colaborarem
em projectos de IA. O governo chinés apoia activamente esses esfor¢os com

financiamentos e politicas que promovem a inovagao.

A seguranga nacional é uma prioridade central no plano, com a IA vista como
uma ferramenta critica para fortalecer as capacidades militares e de seguranca
do pais. A China planeja usar IA em areas como defesa cibernética, vigilancia e
guerra autonoma, garantindo que as inovagoes tecnologicas também atendam

aos objectivos estratégicos do Estado.
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Além disso, o plano inclui medidas para proteger a infra-estrutura de IA e dados
sensivels contra ameagas externas, sublinhando a importancia da soberania

tecnologica.

Reconhecendo a importancia de uma forga de trabalho qualificada, o plano
promove a educagido e treinamento em IA. Isso inclui desde a inclusiao de IA
nos curriculos escolares até o apoio a programas avancados de doutorado e pos-
doutorado em IA. O objectivo ¢é criar um ecossistema robusto de talentos que

possa sustentar o crescimento da industria de IA na China.

O plano inclui a criagio de um quadro regulatério para garantir que o
desenvolvimento e a aplicacao da IA sejam alinhados com os interesses da
sociedade e do Estado. Isso inclui o estabelecimento de normas éticas para o
uso de IA, com particular atencdo a privacidade, seguranca de dados e

prevencao de vieses nos sistemas de IA.

O plano promove parcerias entre o governo, a indudstria e a academia para
acelerar o desenvolvimento e a aplicacdo de IA. Essas parcerias sao vistas como
essenciais para criar um ambiente favoravel a inovacdo, onde as empresas

privadas desempenham um papel vital na comercializacio das tecnologias de

IA.

3.4 - REGULACAO DA IA NO ORDENAMENTO JURIDICO JAPONES

A semelhanca do que sucede com a Republica Popular da China, o
ordenamento juridico japonés nao prevé ainda um Diploma que, de forma
especifica, trata da IA, apesar de adoptar, em alguns casos, uma abordagem

regulatoria flexivel e voltada para a promogiao da inovagao, focando em
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directrizes éticas e politicas publicas que incentivam a adopgao responsavel da

IA.

Sem prejuizo do exposto acima, o pais dispde de Directrizes sobre IA,
aprovadas em 2019, que representa um marco na abordagem ética e responsavel
do pais em relagio ao desenvolvimento e aplicacao da Inteligéncia Artificial.
Estas directrizes foram criadas com o objectivo de assegurar que a IA seja

utilizada de forma transparente, justa e que respeite os direitos humanos.

Um dos principais aspectos dessas directrizes é o foco na transparéncia e
explicabilidade, exigindo que os sistemas de IA sejam compreensiveis e que suas
decisbes possam ser explicadas de maneira clara aos usudrios. Isso ¢
fundamental para evitar o uso indevido de IA em areas sensiveis como a justica,
finangas e saude, onde a falta de transparéncia pode resultar em injusti¢as ou

discriminacdes.

Além disso, as directrizes destacam a justi¢a e a nao discriminacao como pilares
essenciais, garantindo que os algoritmos de IA nio perpetuem vieses ou
prejudiquem grupos vulneraveis. Esta abordagem ética reflecte o compromisso
do Japao em promover o uso da IA de forma que beneficie toda a sociedade,

minimizando riscos e impactos negativos.

Para além das Directrizes sobre IA, o pafs adoptou o Plano Basico de Ciéncia
e Tecnologia (2021-2025), que, por sua vez, coloca a IA no centro das
estratégias de crescimento econémico e competitividade global do pais. Este
plano enfatiza a necessidade de investimentos continuos em pesquisa e
desenvolvimento de IA, incentivando a inova¢ao e o avango tecnologico em

varias industrias.
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Um dos principais objectivos do plano ¢ integrar a IA em sectores-chave como
a manufactura, saude e servicos publicos, onde a tecnologia pode melhorar a
eficiéncia e criar novas oportunidades econémicas. O plano também promove
a colaboracdo publico-privada, incentivando parcerias entre o governo, a
academia e a industria para acelerar o desenvolvimento e a aplica¢ao da IA. Isso
inclui a criagao de ambientes de teste e infra-estrutura de apoio que facilitem a
implementag¢ao de solucdes de IA no mundo real. Além disso, o plano sublinha
a importancia de desenvolver talento humano especializado em IA, através de
programas educacionais e de treinamento, para assegurar que o Japao tenha a

capacidade de sustentar seu crescimento tecnologico a longo prazo.

3.5 - REGULACAO DA IA NO ORDENAMENTO JURIDICO
CANADENSE
A semelhanca do que acontece na Republica da China e do Japao, o

ordenamento juridico canadiano nao prevé, ainda, um Diploma que se propoe
a regulamentar a IA, embora o pais tenha adoptado uma abordagem equilibrada,
focando na promog¢ao da inovagao em IA enquanto estabelece directrizes claras

para o uso ético e responsavel da tecnologia.

Niao obstante, o pais aprovou as Directrizes de IA, documento estabelecido
para garantir que a IA seja desenvolvida e utilizada de forma transparente, justa
e segura, particularmente no contexto de sua aplicagio por entidades
governamentais. Essas directrizes foram criadas como parte de um esfor¢o mais
amplo para garantir que o uso de IA no sector publico seja responsavel e que

os direitos dos cidadaos sejam respeitados.
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As directrizes exigem que qualquer sistema de IA usado por entidades
governamentais seja transparente em sua operagao. Isso significa que os
cidadaos tém o direito de saber como e por que uma decisiao automatizada foi
tomada, e que os algoritmos devem ser auditaveis para assegurar que operam
conforme projectado. As decisdes baseadas em IA devem ser explicaveis, de
modo que os individuos afectados possam entender a 16gica por tras dessas

decisoes.

As directrizes também sublinham a necessidade de garantir que os sistemas de
IA sejam seguros e protegidos contra ameagas cibernéticas. Isso envolve a
implementacao de medidas de seguranga robustas para proteger os dados e a
integridade dos sistemas de IA contra acessos nao autorizados, manipulacao ou

outras formas de comprometimento.

No mesmo contexto, apesar de ndo existir ainda uma regulamentagao especifica
da IA, a Lei de Protec¢io de Informacdes Pessoais e Documentos
Electrénicos tem sido bastante util nesta matéria. A proposito, o artigo 4.°
desta Lei estabelece que as organizagdes sao responsaveis pela proteccao dos
dados pessoais que estdo sob seu controle. Essa responsabilidade abrange desde
a colecta até o processamento e armazenamento das informacoes pessoais,
especialmente no contexto da IA. As organizacGes devem garantir que os dados
utilizados por sistemas de IA sejam tratados com o mais alto nivel de proteccao,
designando individuos especificos responsaveis por assegurar a conformidade

com os requisitos dessa Lei.

No mesmo sentido, o artigo 8.° garante aos individuos o direito de acessar seus
dados pessoais mantidos por uma organizacio e de corrigir qualquer
informacao incorrecta, norma que, no contexto dos sistemas de IA, requer que

as organizacoes estejam preparadas para fornecer informagoes detalhadas sobre
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os dados pessoais utilizados pelos algoritmos e para permitir que os individuos
solicitem correccOes ou a exclusao desses dados, conforme necessario. Este
direito é fundamental para garantir que os sistemas de IA operem com base em
dados precisos e actualizados, minimizando erros e distor¢oes nas decisoes

automatizadas.

Por fim, o artigo 10.° exige que as organizacdes adoptem salvaguardas
adequadas para proteger os dados pessoais contra perda, roubo, acesso nao
autorizado, divulgacdo, cépia, uso ou modificacao. Isso implica na necessidade
de adoptar medidas técnicas, organizacionais e administrativas que garantam a
seguranca dos dados utilizados nos sistemas de IA, protegendo-os contra
ameacas internas e externas. A conformidade com esse artigo ¢ essencial para
manter a integridade e a confidencialidade dos dados pessoais, que sao criticos

para o funcionamento seguro e confiavel dos algoritmos de IA.

3.6 - REGULACAO DA IA NO ORDENAMENTO JURIDICO BRASILEIRO
A semelhancga de outros paises, a Republica Federativa do Brasil se encontra em

processo de desenvolvimento de uma estrutura regulatéria para IA, com um

foco crescente na protec¢ao de dados e direitos humanos.

Neste sentido, em 2021 foi aprovada a Estratégia Brasileira de Inteligéncia
Artificial, documento que reflecte a visao estratégica do governo brasileiro em
posicionar o pafs como um participante significativo na revolucao tecnologica
global, a0 mesmo tempo em que se assegura que a inovacao em IA seja
conduzida de maneira ética, responsavel e alinhada com os valores e os direitos

fundamentais da sociedade.
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A estratégia enfatiza a necessidade de promover o desenvolvimento de
tecnologias de IA que sejam inovadoras, mas que também respeitem principios
éticos e direitos humanos. A inovacao responsavel implica em garantir que as
solucbes de IA nio apenas impulsionem o crescimento econdémico, mas
também contribuam para o bem-estar social, mitigando potenciais impactos
negativos, como o aumento das desigualdades sociais ou a violagio da

privacidade.

A estratégia tem como uma das prioridades a capacitagao da forca de trabalho
em ITA. Isso inclui iniciativas para fomentar a formagao de especialistas em IA,
desde o ensino basico até a pos-graduacao, além de programas de reciclagem e
requalificacdo para os profissionais ja actuantes no mercado. O objectivo ¢é
assegurar que o Brasil tenha uma base de talentos capaz de sustentar e expandir

as capacidades em IA no longo prazo.

A Estratégia também aborda a necessidade de um quadro regulatério adequado
para a IA, que seja capaz de acompanhar as rapidas evolugdes tecnoldgicas e de
proteger os direitos dos cidadaos. Esse marco regulatério deve contemplar
questoes como privacidade, seguranca cibernética, e a explicabilidade das
decisGes automatizadas, garantindo que a IA seja desenvolvida e utilizada de

forma transparente e justa.

A BEstratégia reconhece a importincia de investir em pesquisa e
desenvolvimento (P&D) para manter a competitividade do Brasil no cenario
global de IA. Isso envolve o apoio a iniciativas de pesquisa em universidades,
centros de inovagao e empresas, além da criagao de parcerias publico-privadas

para acelerar a inovagao e a comercializagao.
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Os marcos estratégicos da IA no Brasil sio reforcados pela Lei Geral de
Protecgdo de Dados Pessoais, aprovada por via da Lei n.° 13.709/2018, que,
apesar de nao estar especificamente direccionada para a regulagdo da IA, possui
implicagoes directas e significativas sobre o desenvolvimento e a aplicagao de
IA, uma vez que muitos sistemas de IA dependem do uso massivo de dados

pessoais para funcionar adequadamente.

Por exemplo, o artigco 7.° define as bases legais para o tratamento de dados
pessoais, estabelecendo que o consentimento do titular dos dados é necessario,
salvo em casos especificos previstos na lei. No contexto de IA, isso implica que
qualquer sistema que utilize dados pessoais deve estar respaldado por uma base
legal adequada, como o consentimento explicito do individuo, a execucao de

um contrato ou o cumprimento de uma obrigacio legal.

Do mesmo modo, o artigo 18.° garante aos individuos diversos direitos em
relacao aos seus dados pessoais, incluindo o direito de acesso, correccao,
exclusiao e portabilidade de dados. Para sistemas de IA, isso significa que as
organizacOes devem estar preparadas para responder a solicitagdes de titulares
de dados que desejem exercer esses direitos, o que pode incluir a remogao de

seus dados de um sistema de IA ou a correcgio de informagoes imprecisas.

Nio menos importante, o artigo 46.° da referida Lei exige que as organizagoes
implementem medidas técnicas e administrativas aptas a proteger os dados
pessoais contra acessos nao autorizados, situagoes acidentais ou ilicitas de
destruicao, perda, alteragdo, comunica¢io ou qualquer forma de tratamento
inadequado ou ilicito; essa exigencia € relevante no contexto de IA, dado que a
seguranca dos dados é crucial para garantir a integridade e a confiabilidade dos

sistemas de TA.
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Por fim, o artigo 52.° prevé sangdes severas para organizacoes que violarem as
disposicoes da lei, incluindo multas que podem chegar a até 2% do
facturamento da empresa, limitadas a R§ 50 milhoes por infrac¢io, suspensao
ou proibi¢ao do tratamento de dados. Essas san¢oes refor¢cam a importancia da
conformidade com a LGPD para qualquer organizacio que utilize IA,
incentivando a adopc¢ao de praticas responsaveis e seguras no tratamento de

dados pessoais.

3.7 - REGULACAO DA IA EM AFRICA

Os ordenamentos juridicos africanos estudados, ainda nao possuem legislacao
especifica sobre a inteligéncia artificial (IA), mas tém vindo a desenvolver
estratégias nacionais para o desenvolvimento da IA. Dentre esses paises

destacamos o Egipto, Quénia, Africa do Sul e Ruanda.

3.7.1 - Estratégia Nacional de Inteligéncia Artificial do Egipto
A Estratégia Nacional de Inteligéncia Artificial do Egipto 2025-2030 (2*

Edicao) visa posicionar o pafs como lider regional em IA, promovendo uma
sociedade  digital inclusiva e impulsionando o desenvolvimento

sociloeconomico.

A Estratégia assenta em seis pilares estratégicos: Governacao, Tecnologia,
Dados, Infra-estruturas, Ecossistema e Talento — e tem como objectivos
centrais criar um quadro ético e de governagio robusto, expandir as
capacidades tecnolodgicas, assegurar acessibilidade e partilha segura de dados,
desenvolver infra-estruturas de IA a nivel nacional, dinamizar um ecossistema
saudavel com énfase em sfartups e parcerias, e formar capital humano

qualificado através de programas especializados.
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Até 2030, pretende-se com ela, aumentar significativamente a contribuicao da
IA para o PIB e elevar a participagao do sector das TIC para 7,7%, estabelecer
mais de 250 startups de base 1A, formar mais de 30 000 especialistas e garantir

que 36% da populagio integre solucdes de IA no quotidiano.

A sua implementacao esta sob coordenacao do Conselho Nacional de
Inteligéncia Artificial (NCAI) e seguird fases progressivas e metas com
indicadores de desempenho (KPI’s), reforcando a colaboracao internacional
em ética da IA, atraccdo de investimento estrangeiro e posicionamento do
Egipto como polo de inovacio que liga Africa, o mundo 4rabe e mercados

globais.

3.7.2 - Estratégia Nacional de Inteligéncia Artificial do Quénia

A Estratégia Nacional de Inteligéncia Artificial (2025 — 2030) apresenta um
plano nacional para posicionar o Quénia como hub lider de inovagao em
modelos de IA em Africa, impulsionando o desenvolvimento sustentavel, o
crescimento econdmico e a inclusio social. Neste sentido, a Estratégia tem
uma visao centrada na cidadania, com foco em trés pilares estratégicos: Infra-

estrutura Digital de IA, Dados e Investigagdao e Inovagao em IA.

A Estratégia esta estruturada por quatro eixos transversais, nomeadamente:
governagao, desenvolvimento de talento, investimento publico e privado e
equidade/ética/inclusao. A estratégia propde um processo faseado, desde
investimentos fundacionais em politicas, infra-estrutura e capacitacao, até a
criacdo de centros de investigacdao e inovagao, projectos-piloto e um sistema

de monitorizacao e avaliacao.
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Pretende-se, assim, maximizar o contributo da IA para sectores criticos como
agricultura, saude, educacdo, seguranca e servicos publicos, garantindo
protec¢ao de dados, respeito pelos direitos humanos e distribuicao equitativa
de beneficios, enquanto fomenta um ecossistema local robusto de inovagao e

desenvolvimento (I&D) e startups.

3.7.3 - Estratégia Nacional de Inteligéncia Artificial da Africa do
Sul

A Estratégia Nacional de Inteligéncia Artificial da Africa do Sul (2024) visa
promover a inovagao e o crescimento econémico através da IA, assegurando
inclusao digital, equidade social e sustentabilidade. A estratégia identifica como
motores o avango tecnologico, a necessidade econémica e a pressiao social,
contrapondo os desafios histéricos como desigualdades e fraca infra-estrutura,

e define objectivos que alinham o pais com padroes globais.

Por outro lado, ela esta baseada nos pilares estratégicos: desenvolvimento de
talento, infra-estrutura digital, investigacao e inovacao, aplicacio no sector
publico, ética e transparéncia, proteccao de dados, seguranca, reducio de
preconceitos, controlo humano e promocgao de valores culturais e humanos
para garantir que a IA seja desenvolvida e utilizada de forma ética, transparente
e centrada no ser humano, preparando o caminho para futura legislacao
especifica e consolidando a posi¢io da Africa do Sul como lider em TA no

continente.

3.7.4 - Politica Nacional de Inteligéncia Artificial do Ruanda
A Politica Nacional de IA do Ruanda, adoptada em Abril de 2023, visa

posicionar o pafs como um centro africano de inovagdo em inteligéncia
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artificial, promovendo a inovagao responsavel e o desenvolvimento inclusivo

e sustentavel alinhado com a Visao 2050.

A Politica Ruandés sobre IA esta estruturada em seis areas prioritarias,
nomeadamente: competéncias do século XXI e literacia em IA, infra-estrutura
tiavel, estratégia robusta de dados, directrizes éticas, adop¢ao da IA no sector
publico e estimulo a inovagao no sector privado.

A politica procura impulsionar o crescimento econémico, melhorar os
servicos publicos e criar um ecossistema favoravel, com destaque para o
Conselho Presidencial de IA e a cooperacao entre governo, industria e
investigacio, consolidando o Ruanda como um “Laboratirio de LA de Africa” e

fortalecendo a qualidade de vida da populagao.

IV- OBJECTIVOS DA PROPOSTA DE LEI SOBRE
INTELIGENCIA ARTIFICIAL
A presente Proposta de Lei pretende:
o Criar um ambiente legal propicio ao desenvolvimento de tecnologias
baseadas em IA;
» Proteger os direitos fundamentais dos cidadaos face aos riscos inerentes
aIA;
o Promover a ética, a transparéncia e¢ a equidade na utilizacio da
tecnologia;
» Estabelecer mecanismos de fiscalizagao e sang¢ao para o uso inadequado
da TA.
Desta forma, esta proposta de Lei apresenta-se como um instrumento juridico
fundamental para a modernizagao do Estado e a consolidagao de Angola como

uma nacao preparada para os desafios e oportunidades da era digital.
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V- AVALIACAO SUMARIA DOS MEIOS FINANCEIROS E
HUMANOS NECESSARIOS PARA IMPLEMENTACAO DA LEI
Em termos econémicos, a proposta de lei produz impacto imediato e directo

no Orcamento Geral do Estado.

VI - ORGAOS CONSULTADOS
A elaboragio da presente proposta de Lei deve ser submetida a consulta publica,
buscando a participac¢ao de todas as entidades, publicas e privadas, bem como

as individualidades interessadas nas matérias de inteligéncia artificial.

Além disso, serao igualmente consultadas, entre outros, os seguintes
departamentos ministeriais:

a) Ministério das Finangas;

b) Ministério do Interior;

¢) Ministério da Administragao Puablica, Trabalho e Seguranca Social;

d) Ministério do Ensino Superior, Ciéncia, Tecnologia e Inovacao;

e) Ministério da Educacao;

f) Ministério da Juventude e Desportos;

g) Ministério da Satude;

h) Ministério da Agricultura e Florestas;

1) Secretaria para Reforma do Estado.

VII - ENQUADRAMENTO PROGRAMATICO
Do ponto de vista programatico, em matéria de Inteligeéncia artificial, a proposta
visa também posicionar Angola como um pais que adere aos padroes

internacionais de regulagio da IA, promovendo a cooperagio global e
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assegurando a competitividade tecnolégica no mercado internacional, com
efeito, existe expressao ao nivel do principal programa do Executivo Angolano,
denominado pela Estratégia de Longo Prazo - Angola 2050, aprovado pelo
Decreto Presidencial n.° 181/23 de 01 de Setembro, Plano de Desenvolvimento
Nacional (PDN - 2023- 2027), aprovado pelo Decreto Presidencial n® 225/ 23
de 30 de Novembro e pelo Livro Branco das Tecnologias de Informacao e
Comunicagao (LBTIC 2023-2027), aprovado através do Decreto Presidencial
n.° 272/24, de 5 de Dezembro.

Neste interim, a presente proposta de Lei, encontra-se devidamente alinhada ao

quadro programatico aludido.

VIII- CONFORMACAO LEGAL

A presente proposta de lei e o respectivo relatério de fundamentacgao estio em
conformidade e harmonizados com o disposto na Lei n.° 7/14, de 26 de Maio,
sobre as Publicagoes Oficiais e Formularios Legais, com o Regimento da
Assembleia Nacional, aprovado por via da Lei n.° 13/17, de 6 de Julho com o
Decreto Presidencial n.° 251/12, de 27 de Dezembro, que estabelece os
Procedimentos para a Materializagao das Delibera¢ées do Executivo e com o
Regimento do Conselho de Ministros aprovado pelo Decreto Presidencial n.”

357/17, de 28 de Dezembro.

IX- FORMA PROPOSTA PARA O DIPLOMA

A presente proposta de lei reveste a forma de Lei, ao abrigo das disposicoes
combinadas da alinea b) do artigo 161.°, n.° 2 do artigo 165.° e da alinea d) do
n.° 1 do artigo 166.° da Constituicao da Republica de Angola (CRA).
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X - SUMARIO A PUBLICAR EM DIARIO DA REPUBLICA

Eis o sumario que deve constar da I* Série do Diario da Republica:

“Lei n.° ___ /2025, Lei sobre a Inteligéncia Artificial.”

XI - LEGISLACAO A REVOGAR

Nao existe legislacao para efeito de revogacao.

XII- SINTESE DO CONTEUDO DA PROPOSTA DE LEI
A presente Proposta conta com 86 artigos, nove capitulos e cinco secgoes,

cujo indice sistematico apresenta-se a seguir:

CAPITULO I - DISPOSICOES GERAIS

ARTIGO 1.° (Objecto)

ARTIGO 3.° (Ambito)

ARTIGO 4.° (Exclusio)

ARTIGO 5.° (Definicoes)

ARTIGO 6.° (Principios da IA)

ARTIGO 7.° (Desenvolvimento de Infra-estruturas)

ARTIGO 8.° (Protec¢ao dos Direitos de Propriedade Intelectual)
ARTIGO 9.° (Desenvolvimento Sustentavel)

CAPITULO II - DESENVOLVIMENTO E PROMOCAO DA TA
ARTIGO 10.° (Planeamento do Desenvolvimento da IA)
ARTIGO 11.° (Construgao de Infra-estruturas Computacionais)
ARTIGO 12.° (Utilizagao de Recursos Computacionais)
ARTIGO 13.° (Inovagao em Modelos Algoritmicos)

ARTIGO 14.° (Inovagao em Tecnologias-Chave)
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ARTIGO 15.° (Construgao do Ecossistema de Codigo Aberto)
ARTIGO 16.° (Fornecimento de Factores de Producao de Dados)
ARTIGO 17.° (Utilizacao de Dados Publicos)

ARTIGO 18.° (Construcao de Redes de Informacao)

ARTIGO 19.° (Protecgao de Direitos de Propriedade Intelectual)
ARTIGO 20.° (Uso Razoavel de Dados)

ARTIGO 21.° (Tecnologia e Servicos de Seguranca)

ARTIGO 22.° (Contratagao de Seguro)

CAPITULO III - PROTECCAO DOS DIREITOS E INTERESSES
DOS USUARIOS

ARTIGO 23.° (Direitos Iguais)

ARTIGO 24.° (Direito a Informacao)

ARTIGO 25.° (Proteccao da Privacidade e das Informacoes Pessoais)
ARTIGO 26.° (Direito a Esclarecimento ¢ a Recusa de Decisoes
Baseadas em IA)

ARTIGO 27.° (Direitos de Propriedade Intelectual de Conteudo Gerado
por IA)

ARTIGO 28.° (Direitos e Interesses dos Trabalhadores)

ARTIGO 29.° (Direitos e Interesses de Grupos Digitalmente
Desfavorecidos)

ARTIGO 30.° (Direito de Obter Ajuda e Treinamento)

ARTIGO 31.° (Direito de Reclamacao e de Accao Judicial)
CAPITULO 1V - OBRIGACOES E REQUISITOS A OBSERVAR
PELOS DESENVOLVEDORES E FORNECEDORES DE TA
SECCAO I - DISPOSICOES GERAIS

ARTIGO 32.° (Obrigacoes de Seguranca)

ARTIGO 33.°(Avaliacao de Riscos de Seguranca)

ARTIGO 34.° (Comunica¢ao de Incidentes de Seguranca e Proteccao

Significativos)



27

ARTIGO 35.° (Manutencao da Seguranca dos Segurados)

ARTIGO 36.° (Qualidade dos Dados)

ARTIGO 37.° (Directrizes de Conformidade)

ARTIGO 38.° (Seguranca e Protec¢ao de Conteudo)

ARTIGO 39.° (Obrigagoes de Identificagao)

ARTIGO 40.° (Requisitos de Acesso)

SECCAO II - IA CRITICA

ARTIGO 41.° (Abrangéncia da IA Critica)

ARTIGO 42.° (Medidas de Proteccao para a IA Critica)

ARTIGO 43.° (Estrutura Organizacional para IA Critica)

ARTIGO 44.° (Registo da IA Critica)

ARTIGO 45.° (Avaliacao de Riscos de Seguranca da IA Critica)
ARTIGO 46.° (Divulgacao de Riscos de Seguranca da IA Critica)
ARTIGO 47.° (Resposta a Emergéncias de Seguranca para IA Critica)
ARTIGO 48.° (Obrigacao de Reportar Alteragcdes nas Entidades de 1A
Critica)

CAPITULO V - REGIMES ESPECIAIS DE APLICACAO DA IA
ARTIGO 49.° (Uso de TA por Orgios do Estado e pela Administracio
Publica)

ARTIGO 50.° (IA Jurisdicional)

ARTIGO 51.° (IA para Noticias)

ARTIGO 52.° (IA Médica)

ARTIGO 53.° (Bots Sociais)

ARTIGO 54.° (Reconhecimento Biométrico)

ARTIGO 55.° (Condugao Autbnoma)

ARTIGO 56.° (Requisitos Especiais para IA de Propésito Geral)
CAPITULO VI - MODELO DE GOVERNACA DA IA

ARTIGO 57.° (Governagao Diversificada e Colaborativa)

ARTIGO 58.° (Mecanismo de Coordenacao Geral)
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ARTIGO 59.° (Coordenacao Diversificada)

ARTIGO 60.° (Comissao de Especialistas)

CAPITULO VII - REGULACAO, SUPERVISAO E FISCALIZACAO
ARTIGO 61.° (Autoridade Competente da IA)

ARTIGO 62.° (Fungbes de Regulatorias e de Fiscalizacao)

ARTIGO 63.° (Categorizagao e Classificagao)

ARTIGO 64.° (Fiscalizacao Especial da IA Critica)

ARTIGO 65.° (Monitoramento de Riscos e Resposta a Emergéncias)
ARTIGO 66.° (Avaliacao e Certificacao)

ARTIGO 67.° (Supervisao, Inspeccao e Cooperacgao)

CAPITULO VIII - REGIME DE RESPONSABILIDADE DA TA
SECCAO I - RESPONSABILIDADE CONTRA-ORDENACIONAL
ARTIGO 68.° (Contra-ordenacao)

ARTIGO 69.° (Contra-ordenagoes Simples)

ARTIGO 70.° (Contra-ordenagoes Graves)

ARTIGO 71.° (Responsabilidade contra-ordenacional objectiva)
ARTIGO 72.° (Coimas)

ARTIGO 73.° (Sancoes Acessorias)

ARTIGO 74.° (Aplicacdo das coimas e sangoes acessorias)
ARTIGO 75.° (Regime supletivos)

SECCAO II RESPONSABILIDADE PENAL

ARTIGO 76.° (Crimes no Ambito TA)

ARTIGO 77.° (Circunstancias Agravantes Penais)

ARTIGO 78.° (Suspensio Condicional da Pena)

ARTIGO 79.° (Concurso de Crime e Contra-ordenagao)

SECCAO III - RESPONSABILIDADE CIVIL

ARTIGO 80.° (Responsabilidade Objectiva)

ARTIGO 81.° (Responsabilidade Civil Conexa com a Penal)
CAPITULO IX - DISPOSICOES FINAIS



ARTIGO 82.° (Publicidade das Sang¢oes)
ARTIGO 83.° (Receitas das Sancdes)

ARTIGO 84.° (Mecanismo Piloto de Supervisao)
ARTIGO 85.° (Duvidas e omissoes)

ARTIGO 86.° (Entrada em vigor)

XIII - CONCLUSAO

De acordo com os argumentos aduzidos e depois de realizada a consulta
publica, propde-se que a Proposta de Lei sobre a Inteligéncia Artificial, anexa
ao presente relatério de fundamentacdo, seja apreciada pelo Conselho de
Ministros e, consequentemente, remetida para a Assembleia Nacional para os

devidos efeitos.
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LEI /2025

De De

Considerando que a Inteligéncia Artificial (IA) representa um dos mais
significativos avangos tecnolégicos do século XXI, com impacto transversal

nos dominios econémico, social, cultural e politico;

Reconhecendo o potencial transformador da IA para promover o
desenvolvimento sustentavel, a inovacao e a competitividade econémica, bem

como para melhorar a qualidade de vida dos cidadaos;

Reconhecendo a importancia da colaboracio internacional para o
desenvolvimento de normas técnicas e padrOes éticos que promovam a

interoperabilidade e a confianga no uso da IA;

Determinados a estabelecer uma base legal que permita o desenvolvimento, a
implementa¢do e a regulacio eficazes de sistemas de IA em Angola,

promovendo a confianga, a inovagao e a competitividade no mercado global;

A Assembleia Nacional aprova, por mandato do povo, nos termos das
disposi¢coes conjugadas da alinea b) do artigo 161.°, do n.” 2 do artigo 165.° e
da alinea d) do n.° 2 do artigo 166.° da Constituicio da Republica de Angola, a

seguinte:
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LEI SOBRE A INTELIGENCIA ARTIFICIAL

CAPITULO I
DISPOSICOES GERAIS

ARTIGO 1.°
(Objecto)
A presente Lei tem por objecto o estabelecimento do regime juridico da
inteligéncia artificial (IA), bem como regular as actividades de desenvolvimento,
fornecimento e uso de produtos e servicos de IA, incluindo a sua fiscalizagao
para a salvaguarda do interesse publico e reforco da protecgao dos direitos dos

cidaddos e das pessoas colectivas.

ARTIGO 2.°
(Fins)
Sao fins da presente Lei:
a) Promover a inovacido tecnoldgica na area da inteligéncia artificial (IA);
b) Facilitar o desenvolvimento saudavel da industria de 1A;
c) Regular as actividades de desenvolvimento, fornecimento e uso de
produtos e servicos de IA;
d) Salvaguardar o interesse publico;
e) Proteger os direitos e interesses legitimos de pessoas singulares e

colectivas e demais organizagoes sociais.

ARTIGO 3.°
(Ambito)
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1.

A presente Lei aplica-se as actividades de desenvolvimento,
tornecimento e uso de IA realizadas no territério da Republica de
Angola.

A presente Lei também se aplica as actividades de desenvolvimento,
fornecimento e uso de IA realizadas fora do territério de Angola que
possam afectar os interesses publicos, ou os direitos e interesses

legitimos de pessoas singulares e colectivas domiciliadas em Angola.

ARTIGO 4.°
(Exclusao)
A presente Lei nao se aplica as seguintes situagoes:
a) Uso de IA por uma pessoa singular para assuntos pessoais ou
familiares;

b) Actividades de pesquisa cientifica em IA.

As actividades de desenvolvimento e utilizacio militar de TA serdo

reguladas em diploma préprio.

ARTIGO 5.°
(Definicoes)

Para efeitos desta Lei, os seguintes termos sao definidos:
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b)

Inteligéncia artificial (IA): tecnologia que utiliza computadores para
simular comportamentos inteligentes humanos, aplicavel em previsao,
recomendacgao, tomada de decisdes ou gera¢io de conteudo, entre
outros, para fins especializados ou gerais;

Desenvolvedores de IA: pessoas, singulares ou colectivas, ou outras
organizagoes envolvidas no desenvolvimento de produtos e servigos de
IA;

Fornecedores de IA: pessoas, singulares ou colectivas, ou outras

organizagoes que disponibilizam produtos e servigos de IA;



&)

Usuarios de IA: pessoas, singulares ou colectivas, ou outras organizagoes

que utilizam produtos e servicos de 1A;

e) Inteligéncia artificial de propésito geral (AGI): IA com capacidades

cognitivas amplas, aplicavel em multiplos campos.

ARTIGO 6.°
(Principios da IA)

Sao principios da IA os seguintes:
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a)

b)

d)

Principio da ética cientifica e tecnoldgica: o desenvolvimento de IA deve
aderir a uma abordagem centrada nas pessoas, respeitando a liberdade e
dignidade individual, promovendo o bem-estar da popula¢io e
garantindo o interesse publico, de forma a orientar e regulamentar o
desenvolvimento saudavel e ordenado da indutstria de IA. Os
desenvolvedores, fornecedores e utilizadores de IA devem prevenir e
controlar os riscos éticos potenciais da IA, em conformidade com a lei;
Principio do desenvolvimento inovador: o Estado implementa uma
supervisdo inclusiva e prudente, incentivando e apoiando o
desenvolvimento baseado na inovacgao da industria de IA, garantindo a
proteccao da IA;

Principio da justica e imparcialidade: os desenvolvedores, fornecedores
e utilizadores de IA devem aderir ao principio da justica e imparcialidade,
protegendo os direitos e interesses legitimos de individuos e
organizagoes, e nado devem praticar tratamentos diferenciados de forma
injustificada;

Principio da transparéncia e explicabilidade: os desenvolvedores,
fornecedores e utilizadores de IA devem aderir ao principio da
transparéncia e explicabilidade e, em conformidade com a lei, fornecer e
explicar, de maneira apropriada, as informagoes basicas, o proposito e a
intencao, bem como os principais mecanismos de operag¢ao dos produtos

e servicos de TA;
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¢)

g

Principio da seguranca e responsabilidade: os desenvolvedores,
fornecedores e utilizadores de IA devem, em conformidade com a lei,
adoptar os meios técnicos e medidas de gestao necessarios para garantir
a seguranca ¢ a confiabilidade dos produtos e servicos de IA. Os
desenvolvedores, fornecedores e utilizadores de IA devem, de acordo
com a lei, assumir as responsabilidades legais correspondentes pelas
actividades de desenvolvimento, fornecimento e uso;

Principio do wuso adequado: os desenvolvedores, fornecedores e
utilizadores de IA devem cumprir as leis e regulamentos, respeitar a
moralidade e a ética social, observar a ética empresarial e profissional,
agir com honestidade e integridade, cumprir sua obrigacdo de proteger a
seguranca da IA e assumir sua responsabilidade perante a sociedade. Nao
devem comprometer o interesse publico, nem prejudicar os direitos e
interesses legitimos de individuos e organizacées. F incentivado que os
desenvolvedores de IA incorporem restricoes de uso nos designs dos
produtos para prevenir que os utilizadores empreguem a IA em
actividades ilegais;

Principio da interven¢ao humana: os desenvolvedores e fornecedores de
IA devem avaliar e explicar os riscos de seguranca dos produtos e
servicos de IA, e estabelecer mecanismos de supervisao e auditoria

humana, em conformidade com a lei.

ARTIGO 7.°
(Desenvolvimento de Infra-estruturas)
O Estado reforca a construcao de infra-estruturas de IA, orienta de
forma racional a alocagido e o fornecimento de recursos nacionais de
capacidade computacional, e promove a interconexio e
interoperabilidade de diferentes sistemas de computacao.
O Estado apoia a construcao de plataformas publicas de dados abertos,

necessarias para o desenvolvimento da industria de IA, e encoraja todas



os sectores em todo o territorio nacional ou circunscricoes

administrativas, a explorar activamente a disponibilizacio de dados

publicos para uso.

ARTIGO 8.°
(Protecgao dos Direitos de Propriedade Intelectual)

O Estado protege os direitos de propriedade intelectual no campo da
inteligéncia artificial (IA), que em conformidade com a lei, explora mecanismos
inovadores para a conversao de conquistas cientificas em aplica¢oes praticas e
aprimora os mecanismos de suporte interactivo para inovagao tecnologica,

protec¢ao da propriedade intelectual e padronizacao no campo da IA.

ARTIGO 9.°
(Desenvolvimento Sustentavel)

1. O Estado incentiva e apoia a adopcio de tecnologias sbcio
ambientalmente sustentaveis e de economia de energia limpa nas
actividades de desenvolvimento, fornecimento e uso de IA, promovendo
activamente aplicagoes inovadoras e de baixo consumo energético das
tecnologias de TA.

2. Quando o Estado construir infra-estruturas digitais relacionadas aos
recursos computacionais de IA, deverdo seguir estritamente o principio
do desenvolvimento sustentavel, coordenando e alocando racionalmente
os recursos computacionais de acordo com os planos de

desenvolvimento e protegendo o ambiente.

CAPITULO 11
DESENVOLVIMENTO E PROMOCAO DA IA

ARTIGO 10.°

(Planeamento do Desenvolvimento da IA)
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O Estado formula planos de desenvolvimento da IA, apoia o desenvolvimento

de alta qualidade da teoria, tecnologia e aplicagdes de 1A, e promove a

integracao profunda e a aplicacao da IA nos campos econémico e social.
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ARTIGO 11.°

(Construgio de Infra-estruturas Computacionais)

1. O Estado promove a construcao de infra-estruturas computacionais,

optimizando sua disposi¢do com foco no desenvolvimento da industria
de IA e nas necessidades de desenvolvimento social e econémico, reforca
a coordenacao e integracao da cadeia produtiva, apoia a participagdao dos
agentes econémicos, promove o desenvolvimento sustentavel e de baixo
carbono das infra-estruturas computacionais, e avanca na construcao de
um sistema de padroes para computacao.

Devem ser adoptados soffwares e hardwares basicos seguros e confiaveis
para a construcao de infra-estruturas computacionais, a fim de garantir a
seguranca da cadeia de suprimentos.

As entidades que operam as infra-estruturas computacionais devem
aprimorar sua capacidade de seguran¢a e resposta a emergéncias,

realizando inspecgdes e verificagOes regulares.

ARTIGO 12.°
(Utilizagao de Recursos Computacionais)

O Estado estabelece mecanismos para a alocagao de recursos de infra-
estruturas computacionais, planeja de forma unificada a construgio de
no6s de rede computacional, reforca a disposi¢ao cientifica de recursos
diversificados, como computacio geral, computaciao inteligente e
supercomputagao, € promove activamente a interconexao e
interoperabilidade desses recursos.

O Estado promove a diversificagao da estrutura computacional, orienta

diversas industrias na alocagao racional de recursos computacionais,
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fomenta o compartilhamento colaborativo e a utilizacdo integrada de
recursos computacionais, explora a comercializagao orientada pelo
mercado desses recursos, aprimora o sistema de alocag¢ao de recursos
computacionais e aumenta a eficiéncia de uso das infra-estruturas
computacionais.

O Estado incentiva a construcao e a utilizacao de plataformas publicas
de recursos computacionais, oferecendo suporte publico para o
desenvolvimento de tecnologias e industrias de IA, e assegura que
pequenas e médias empresas tenham acesso a esses recursos publicos

inclusivos.

ARTIGO 13.°
(Inovagao em Modelos Algoritmicos)

Estado promove a inova¢ao em modelos algoritmicos e sua aplicagio,
expansao e circulacao em conformidade com a lei.

As autoridades competentes da IA orientam as organizagoes industriais
na formula¢ao de um catalogo de modelos algoritmicos recomendados e
de directrizes de cooperagao para melhorar os mecanismos de
compartilhamento de beneficios na circulacao desses modelos.

O Estado apoia entidades relevantes na realizagdo de inovagbes em
modelos fundacionais e no desenvolvimento de um sistema tedrico

basico para a inteligéncia artificial de proposito geral.

ARTIGO 14.°
(Inovagdo em Tecnologias-Chave)
O Estado promove a realiza¢do de inovacoes e desenvolvimentos em
tecnologias-chave por entidades relevantes, aprimora a capacidade de
inovacao independente em areas estratégicas, adere aos principios de
controlo independente, seguranca e eficiéncia, e fomenta o

desenvolvimento de alta qualidade da inddstria de IA.
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Para pesquisas de inovacao tecnologica em areas-chave financiadas com
recursos publicos, o Estado fornece, de acordo com a lei, suporte

tinanceiro e meios experimentais.

ARTIGO 15.°
(Construgao do Ecossistema de Cédigo Aberto)

Estado promove a constru¢ao do ecossistema de codigo aberto, apoia
entidades relevantes na criagio ou operacaio de plataformas,
comunidades e projectos de codigo aberto, incentiva as empresas a
disponibilizarem publicamente cédigo-fonte de software, designs de
hardware e servicos de aplicagdo, e fomenta um ecossistema de inovagao
colaborativa e compartilhada em c6digo aberto.

O Estado estabelece um sistema de governacao de coédigo aberto,
incentiva a regulacao do licenciamento de produtos de cédigo aberto, a
proteccao de propriedade intelectual e os mecanismos de alocagao de
responsabilidades por meio de acordos, e promove a criagao de normas

industriais para o ecossistema de codigo aberto.

ARTIGO 16.°
(Fornecimento de Factores de Produgao de Dados)

O Estado incentiva e apoia a constru¢dao de conjuntos de dados e bases
de dados de alta qualidade no campo da IA, e no aprimoramento de sua
capacidade de fornecimento de dados de alta qualidade.

O Estado encoraja a realizagao de um desenvolvimento colaborativo de
tecnologias de big data e 1A, e o desenvolvimento de ferramentas
profissionais e de padroes para rotulagem de dados.

As autoridades competentes da IA estabelecem um mecanismo de
coordenagao de recursos de dados para a indastria de IA e, em

conformidade com a lei, promovem a circulagao e o compartilhamento



dos factores de producao de dados, a fim de incentivar o

desenvolvimento da industria de TA.

ARTIGO 17.°
(Utilizagao de Dados Publicos)
O Estado incentiva o estabelecimento de mecanismos de compartilhamento de
recursos de dados de IA e promove a disponibilizacao e o compartilhamento

de dados publicos.

ARTIGO 18.°
(Construgao de Redes de Informagao)
O Estado promove a constru¢ao de redes de informagao, apoia a participagao
de agentes econémicos, eleva o nivel de construcao de infra-estruturas de rede,
reforca a construciao de infra-estruturas criticas de informacdo, constréi um
sistema de infra-estruturas de rede inteligente e eficiente, e mantém a seguranca

cibernética de acordo com a lei.

ARTIGO 19.°
(Proteccdo de Direitos de Propriedade Intelectual)

1. O Estado estabelece e aprimora as regras de protec¢ao dos direitos de
propriedade intelectual, de dados de treinamento, algoritmos e
contetdos gerados por IA.

2. Os produtos de software, patentes de invenc¢ao, patentes de modelo de
utilidade, segredos comerciais, desenhos de circuitos integrados e outros
tipos de direitos de propriedade intelectual formados durante o
desenvolvimento e aplicagao de IA sdo protegidos em conformidade

com a lei.
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3. Os direitos de propriedade intelectual formados pelo uso de IA para
criacdo, invencao, design industrial e outras actividades intelectuais

também sao protegidos, nos termos da legislacao aplicavel.

ARTIGO 20.°
(Uso Razoavel de Dados)

1. O uso de IA ¢é razoavel quando o seu desenvolvedor utiliza dados
protegidos por direitos de propriedade intelectual de terceiros para
treinamento de modelos, nos casos em que o uso seja diferente do
propésito ou da funcao original dos dados e nao afecte o uso normal dos
dados ou prejudique de forma irrazoavel os direitos e interesses legitimos
do proprietario dos dados.

2. O uso razoavel de dados nos termos do nimero antetrior, isenta o
desenvolvedor de IA de pagamento de remuneracao ao proprietario dos
dados e da permissiao deste, mas a fonte dos dados deve ser claramente

identificada de maneira visivel.

ARTIGO 21.°
(Tecnologia e Servigos de Segurancga)
1. O Estado apoia entidades relevantes no desenvolvimento e aplicacio de
tecnologias de seguranca cibernética, seguranca de dados e seguranca
algoritmica, acelerando a inovagao em tecnologias de seguranga, bem como que

organizagoes profissionais prestem servigos em conformidade com a lei.

2. As actividades de desenvolvimento e utilizagio de IA pelos servigos de

Seguranca, serdao reguladas em diploma préprio.
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ARTIGO 22.°
(Contratagao de Seguro)

1. Os desenvolvedores e fornecedores de IA devem contratar produtos de
seguro adequados para produtos e servicos de IA, nomeadamente os
seguros de seguranca cibernética e seguros de responsabilidade civil de
terceiros.

2. O Estado incentiva as seguradoras a explorar e desenvolver produtos de

seguro adequados para produtos e servicos de IA.

CAPITULO III
PROTECCAO DOS DIREITOS E INTERESSES DOS USUARIOS

ARTIGO 23.°
(Direitos Iguais)
Os desenvolvedores e fornecedores de IA devem adoptar medidas razoaveis
para assegurar a igualdade entre os usuarios, garantir a universalidade e a
equidade dos produtos e servigos, e evitar preconceitos e discriminagao com

base em género, crenga, regido, idade, etnia e capacidade econémica.

ARTIGO 24.°
(Direito a Informacgao)

1. No fornecimento de produtos e servigos, os fornecedores de IA devem
garantir o direito a informacdo dos usuarios e fornecer as seguintes
informacoes de forma apropriada:

a) Nome, outras informagoes importantes e forma de obtencio de
informacdes relevantes do fornecedor de produtos e servigos de IA;
b) Funcdes, propodsitos e intengao, e principais mecanismos de

operacao dos produtos e servicos de IA;
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¢) Limitagoes funcionais, riscos potenciais e possiveis impactos sobre
os direitos e interesses dos usuarios dos produtos e servicos de IA;

d) Informacdes de licenciamento ou registo dos produtos e servicos de
IA;

e) Direitos e canais de reclamacdao e recursos disponiveis para os
usuarios;

) Outras informagoes previstas na legislacao aplicavel.

2. Os desenvolvedores de IA devem cooperar com os fornecedores de TA
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no cumprimento das obrigacoes previstas no nimero anteriot.

ARTIGO 25.°

(Protecgdo da Privacidade e das Informacgoes Pessoais)
Os desenvolvedores e fornecedores de IA devem proteger a privacidade
e as informagdbes pessoais, nos termos da legislacao aplicavel.
Os desenvolvedores e fornecedores de IA devem aceitar e tratar
prontamente os pedidos de consulta, copia, correcgao, aperfeicoamento
e exclusio das informacbes pessoais dos individuos, nos termos da
legislacao aplicavel.
Os desenvolvedores e fornecedores de IA niao devem utilizar a IA para
analisar ou avaliar os habitos comportamentais, interesses ou
informacoes sobre a situacao econdmica, de saude ou de crédito de uma
pessoa sem o seu consentimento, salvo se for para assegurar o
cumprimento da lei nos termos prescritos na legislacio aplicavel.
Os desenvolvedores e fornecedores de IA devem informar claramente
os usuarios, com a devida antecedéncia, caso os seus produtos e servigos
apresentem riscos a protec¢aoou a privacidade, ou possam violar os
direitos e interesses relacionados as informagdes pessoais dos usuarios.
Os desenvolvedores e fornecedores de IA ndo devem colectar

informagdes pessoais niao essenciais, reter ilegalmente informagoes



inseridas e registos de uso que possam identificar os usuarios, nem

fornecer ilegalmente essas informagdes e registos a terceiros.

ARTIGO 26.°
(Direito a Esclarecimento e a Recusa de Decisdes Baseadas em IA)
1. As pessoas cujos direitos e interesses legitimos possam ser afectados por
produtos e servigos de IA tém o direito de:
a) Solicitar os devidos esclarecimentos ao fornecedor de IA;
b) Rejeitar as decisOes tomadas exclusivamente por produtos e
servicos de TA;

¢) Solicitar que o fornecedor de IA repita a tomada de decisao com a

participagao de seres humanos.

2. Os fornecedores de IA devem garantir aos usuarios o direito de se
retirarem ou recusarem o uso de IA, salvo se tal for parte das func¢oes

basicas de produtos e servicos.

ARTIGO 27.°

(Direitos de Propriedade Intelectual de Contetido Gerado por IA)

1. O contetdo gerado por IA que preencham os requisitos da legislacao
sobre a propriedade intelectual para o seu reconhecimento como obra,
invengao ou criagao, ¢ protegido nos termos dessa legislacio, desde que
o respectivo titular ou proprietario seja uma pessoa singular ou colectiva,
com personalidade juridica e capacidade juridica.

2. O usuario deve divulgar como tal, o conteido gerado por IA, quando
for tratado como obra, invengdao ou criagdao, nos termos da legislagao
aplicavel.

3. O fornecedor de IA e o usuario devem celebrar acordo sobre a
titularidade do conteudo gerado por IA, e, na auséncia de acordo ou se

o acordo for ambiguo, os direitos relevantes serdo conferidos ao usuario.
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ARTIGO 28.°

(Direitos e Interesses dos Trabalhadores)
O empregador nao deve utilizar IA de forma indevida para violar os
direitos e interesses legitimos dos trabalhadores.
Os empregadores devem informar claramente aos trabalhadores sobre o
escopo de uso, as funcdes basicas e a base legal da IA ao celebrar
contratos de trabalho.
E proibido a0 empregador a tomada de decisdes punitivas com base
exclusiva em TA, bem como de usar IA para estender ilegalmente as
jornadas de trabalho ou violar os direitos dos trabalhadores ao descanso
e férias.
E igualmente proibido ao empregador o uso da IA para realizar
actividades de gestdo interna que violem a privacidade e os direitos

relacionados a proteccao de dados pessoais.

ARTIGO 29.°

(Direitos e Interesses de Grupos Digitalmente Desfavorecidos)

Os desenvolvedores e fornecedores de IA devem considerar plenamente as

necessidades diferenciadas de menores, idosos, mulheres, pessoas com

deficiéncia e outros grupos com menor acesso ¢ habilidades digitais,

tornecendo-lhes produtos e servicos de IA inclusivos, estaveis e acessiveis.
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ARTIGO 30.°
(Direito de Obter Ajuda e Treinamento)
Os desenvolvedores e fornecedores de IA devem fornecer meios
adequados de interaccdo homem-maquina para facilitar o uso pelos
usuarios.
Os fornecedores de produtos e servicos de IA que envolvam direitos e

interesses legitimos de pessoas devem fornecer assisténcia e treinamento

em habilidades.



ARTIGO 31.°
(Direito de Reclamagio e de Acgao Judicial)

1. Os fornecedores de IA devem estabelecer um mecanismo célere para
apreciar e decidir sobre as reclamac¢oes formuladas pelas pessoas no
exercicio dos seus direitos.

2. As decisGes desfavoraveis de reclamacoes devem ser fundamentadas e
notificadas por escrito dentro de um prazo razoavel.

3. E assistido as pessoas o direito de accao judicial nos termos da lei, nos
casos em que o fornecedor de IA decida desfavoravelmente a reclamagao
formulada ou nio a proceda a sua apreciacio de forma oportuna e

tempestiva.

CAPITULO IV
OBRIGACOES E REQUISITOS A OBSERVAR PELOS
DESENVOLVEDORES E FORNECEDORES DE IA

SECCAO I
DISPOSICOES GERAIS

ARTIGO 32.°
(Obrigagdes de Seguranga)

1. Os desenvolvedores e fornecedores de IA devem adoptar medidas
organizacionais e técnicas para garantir que o desenvolvimento e
fornecimento de produtos e servicos de IA sejam realizados de acordo
com as disposicdes desta Lei e demais legislacdo, prevenindo a
ocorréncia de incidentes de seguranga em IA.

2. Os desenvolvedores e fornecedores de IA devem realizar inspecgoes e
monitoramento regulares de vulnerabilidades e riscos de seguranca em
frameworks de c6digo aberto, softwares e hardwares basicos, e ambientes de

implantacdo, além de monitorar em tempo real possiveis ataques.
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Devem também salvar informacdes de /Jgg das actividades de
desenvolvimento e fornecimento de IA, conforme exigido por legislagao
aplicavel.

As contramedidas para riscos de seguranca em IA devem ser
proporcionais a magnitude dos riscos, a probabilidade de ocorréncia, ao

nivel de desenvolvimento tecnoldgico e ao custo de implementagao.

ARTIGO 33.°
(Avaliagao de Riscos de Seguranga)
Os desenvolvedores e fornecedores de IA devem realizar uma avaliacio
de riscos de seguranca antes de fornecer produtos e servicos, devendo
registar as circunstancias do tratamento.
A avaliagdo de riscos de seguranca em IA deve incluir:
a) Potenciais vieses ou discriminagoes;
b) Impacto sobre o interesse publico, os direitos e interesses
individuais e riscos de seguranca;
c) Searevisao de ética cientifica e tecnoldgica foi conduzida conforme
a lei;
d) Se as medidas de protecciao sio legais, eficazes e apropriadas ao
nivel de risco.
Em caso de mudangas significativas nos produtos e servicos de IA, a
avaliacao de riscos de seguranca deve ser refeita.
Os desenvolvedores e fornecedores de IA podem realizar avaliagdes de

riscos de seguranca por eles préprios ou por intermédio de terceiros.



5. O relatério de avaliagio de riscos de seguranga e os registos das

circunstancias de tratamento devem ser mantidos por um periodo nao

inferior a trés anos.

ARTIGO 34.°

(Comunicagio de Incidentes de Seguranga e Protecgdo Significativos)

47

1. Os desenvolvedores e fornecedores de IA devem tomar medidas

imediatas para lidar com incidentes de seguranca e proteccao em IA.
No caso de um incidente significativo, deve-se comunicar imediatamente
autoridade competente da IA, nos termos a estabelecer em regulamento
proprio.

Os métodos para a comunicacao de incidentes significativos de

seguranca em IA sdo estabelecidos pela autoridade competente da IA.

ARTIGO 35.°

(Manutengdo da Seguranga dos Segurados)
Apbs a contratagao de seguros, os desenvolvedores e fornecedores de IA
devem garantir a seguranca dos segurados conforme a lei.
A seguradora pode, de acordo com o contrato, inspeccionar o estado de
seguranca do segurado e fazer recomendacées por escrito para melhorar
a seguranc¢a ou conformidade dos produtos e servicos de IA, eliminando
riscos técnicos potenciais.
Se o desenvolvedor ou fornecedor de IA nio cumprir sua
responsabilidade de manter a seguranca dos segurados, a seguradora tem
o direito de solicitar um aumento no prémio ou rescindir o contrato.
A seguradora pode, com o consentimento do segurado, adoptar medidas

de precauciao para garantir a seguranc¢a dos segurados.

ARTIGO 36.°
(Qualidade dos Dados)
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Os desenvolvedores de IA devem adoptar medidas eficazes para
melhorar a qualidade dos dados de treinamento, aprimorando a
veracidade, precisdo, objectividade e diversidade dos conjuntos de dados.
Os desenvolvedores de TA devem tomar as medidas necessarias caso

sejam encontrados dados proibidos por leis e regulamentos.

ARTIGO 37.°
(Directrizes de Conformidade)

Os fornecedores de IA devem garantir que os produtos e servigos
fornecidos estejam em conformidade com as disposi¢oes desta Lei e
demais legislacio relevantes, assegurando que suas funcodes sejam
seguras, transparentes, estaveis e sustentaveis.

Os fornecedores de IA devem esclarecer de forma apropriada o publico-
alvo, ocasibes e usos aplicaveis de seus produtos e servicos, orientando
os usuarios a entendé-los e utiliza-los de forma segura, cientifica e
racional.

Caso verifiquem que os usuarios estdo utilizando os produtos e servigos
de IA para actividades ilicitas, os fornecedores de IA devem adoptar
medidas como adverténcias, restricoes de fungdes e suspensio ou
interrupgao dos servigos, mantendo os registos relevantes e reportando

o facto a autoridade competente para a fiscalizagao e supervisao da IA.

ARTIGO 38.°
(Seguranga e Protec¢ido de Conteudo)
Os fornecedores que oferecem servicos de informagoes em rede devem
cumprir as obrigacoes de seguranca da informagao em rede, nos termos
estabelecidos na lei.
Os fornecedores devem adoptar medidas para prevenir a geragao de
informagoes falsas, prejudiciais ou de outros contetidos proibidos por lei

e regulamento.
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Caso descubram conteudo ilegal, devem tomar medidas imediatas, como
interromper a geragao e transmissao, elimina-lo e relata-lo ao principal

departamento de fiscalizacao de IA.

ARTIGO 39.°
(Obrigagdes de Identificagido)

Os desenvolvedores e fornecedores de IA devem colocar identificadores
invisiveis em locais e areas razoaveis do conteido dos produtos e
servicos, e estabelecer um mecanismo de rastreabilidade da informacao
para garantir a legibilidade e seguranca desses identificadores invisiveis.
Quando os produtos e servicos de IA possam causar confusio ou
identificagdo incorrecta pelo publico, o fornecedor deve adoptar medidas
técnicas para adicionar, em locais e areas razoaveis do conteudo,
identificadores visiveis que nao prejudiquem o uso pelos usuarios,
informando o publico de forma clara sobre as caracteristicas dos
produtos e servicos de IA.

Nenhuma pessoa ou qualquer outra organizagio pode usar meios
técnicos para apagar, alterar ou ocultar os identificadores adicionados aos

produtos e servicos de IA em conformidade com a lei.

ARTIGO 40.°
(Requisitos de Acesso)
Os desenvolvedores e fornecedores de IA devem obter as autorizacoes
necessarias nos termos da lei, se da legislacio aplicavel resultar a
obrigacao de licenciamento do desenvolvimento e fornecimento de
produtos e servicos de IA.
O investimento em produtos e servicos de IA também deve cumprir as

disposicoes da legislacdo sobre investimento privado.



SECCAO II
IA CRITICA

ARTIGO 41.°
(Abrangéncia da IA Critica)

A TA critica inclui os seguintes tipos:
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a)
b)

d)

IA aplicada a infra-estruturas criticas de informagao;

IA que impacte significativamente direitos pessoais como a vida,
liberdade e a dignidade;

Modelos fundacionais que alcancem determinados niveis em aspectos
como capacidade computacional, parametros ou escala de uso;

Outros casos prescritos por leis e regulamentos.

ARTIGO 42.°
(Medidas de Protecgdo para a IA Critica)

Os desenvolvedores e fornecedores de IA critica devem estabelecer
medidas de proteccio de seguranga e sincronizar o planeamento,
construcao e uso dessa TA.

Desenvolvedores, fornecedores e usuarios de TA critica devem dar
prioridade a aquisi¢ao de equipamentos fisicos e servigos de informacao
seguros e confiaveis.

Os desenvolvedores de IA critica que realizarem actividades de
rotulagem de dados devem formular regras de rotulagem de dados em
conformidade com leis e regulamentos e os requisitos prescritos pela
autoridade competente da IA, estabelecendo um mecanismo de auditoria
de rotulagem de dados para melhorar a equidade, precisio e veracidade

da rotulagem.
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ARTIGO 43.°

(Estrutura Organizacional para IA Critica)
Os desenvolvedores e fornecedores de IA critica devem criar uma
estrutura especializada na gestao de seguranca responsavel pela gestao de
seguranca da IA critica.
Os desenvolvedores e fornecedores de IA critica devem igualmente
designar uma pessoa responsavel pela proteccao da IA, encarregada da
supervisao e gestao das actividades de desenvolvimento e fornecimento
da IA, bem como das medidas de proteccao adoptadas.
As informagdes de contacto da pessoa responsavel devem ser publicas,
devendo o seu nome e informagdes de contacto ser reportados a

autoridade competente da IA.

ARTIGO 44.°
(Registo da IA Critica)

Os fornecedores de IA critica devem, no prazo de 7 dias tteis a partir da
data de notificacio de determinacao como fornecedores de IA critica,
registar-se na plataforma nacional de fiscalizagio de IA e realizar os
procedimentos de arquivamento.

A autoridade competente da IA deve, no prazo de 30 dias uteis, realizar
o arquivamento ou solicitar materiais adicionais.

Outros produtos e servicos de IA que, por lei, exijam registo, devem

seguir os procedimentos prescritos por lei e regulamento.

ARTIGO 45.°
(Avaliagao de Riscos de Seguranga da IA Critica)
Os desenvolvedores e fornecedores de IA critica devem realizar, por eles
proprios ou por intermédio de terceiros, pelo menos uma avaliagao de

riscos de seguranca da IA critica por ano.
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Os problemas de seguranca identificados durante a avaliagao referida no
numero anterior, devem ser imediatamente a corrigidos e reportados a

autoridade competente da IA.

ARTIGO 46.°
(Divulgagio de Riscos de Seguranga da IA Critica)

Os desenvolvedores e fornecedores de IA critica devem estabelecer um
mecanismo de divulgacio de riscos de seguranca, fortalecendo o
monitoramento em todos os aspectos da IA.

Sempre que se identificarem riscos de seguranca, os desenvolvedores e
fornecedores de IA critica devem cumprir as obrigacdes de notificagao e
informacao dos usuarios de forma imediata.

Os desenvolvedores e fornecedores de IA critica devem também
fornecer meios apropriados de interac¢io humano-computador para
facilitar a supervisio manual efectiva durante o uso dos produtos e

SErvicos.

ARTIGO 47.°
(Resposta a Emergéncias de Seguranga para IA Critica)

Os desenvolvedores e fornecedores de 1A critica devem estabelecer um
plano de resposta a emergéncias de seguranga.

Em caso de incidente de seguranca, devem activar imediatamente o
plano, resumir as informag¢des de risco, adoptar medidas correctivas
apropriadas e reportar a autoridade competente da IA.

Os desenvolvedores e fornecedores de IA critica podem ainda adoptar
medidas emergenciais, incluindo a interrup¢ao de operacdes quando
necessario, e retomar as operacoes assim que os riscos de seguranca

forem eliminados.



ARTIGO 48.°
(Obrigagao de Reportar Alteragdes nas Entidades de IA Critica)
Quaisquer alteragoes que ocorram na estrutura societaria dos desenvolvedores
e fornecedores de IA critica, sejam elas fusdes, cisdes ou dissolucdes, devem
imediatamente ser comunicadas a autoridade competente da IA e ao mesmo
tempo que de assegurar uma gestao da IA critica em conformidade com os

requisitos estabelecidos por essa autoridade.

CAPITULO V
REGIMES ESPECIAIS DE APLICACAO DA IA

ARTIGO 49.°
(Uso de IA por Orgios do Estado e pela Administragio Publica)
Os orgaos e servicos do Estado e da administracio publica que utilizem IA
devem respeitar os principios da constitucionalidade, juridicidade, legalidade,
justica, boa-fé, transparéncia e proporcionalidade, devendo apenas recorrer a

decisbes baseadas em IA apenas como referéncia.

ARTIGO 50.°
(IA Jurisdicional)
Os 6rgaos jurisdicionais apenas devem usar a IA para auxiliar nas suas decisoes,
devendo observar principios da constitucionalidade, juridicidade, seguranca,

legalidade e transparéncia.

ARTIGO 51.°
(IA para Noticias)
O uso de TA em servicos de noticias deve assegurar a veracidade das

informacoes, utilizando identificadores visiveis para conteudo gerado por IA.
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ARTIGO 52.°
(IA Médica)
Os servigos médicos baseados em IA devem possuir as licencas adequadas, e as

decisoes baseadas em IA devem servir apenas como referéncia médica.

ARTIGO 53.°
(Bots Sociais)
Os fornecedores de bots sociais devem controlar a qualidade das informagdes e

impedir abusos que manipulem a opiniao publica.

ARTIGO 54.°
(Reconhecimento Biométrico)
O uso de IA em dados biométricos deve ter um propésito especifico e adoptar

medidas rigorosas de protecgao.

ARTIGO 55.°
(Condugao Auténoma)
Os veiculos autbnomos devem cumprir regulamentos especificos e assegurar a

seguranga no transito.

ARTIGO 56.°
(Requisitos Especiais para IA de Propésito Geral)
Os desenvolvedores de IA de propédsito geral devem garantir seguranca e
confiabilidade, realizando avaliagbes regulares e relatando os resultados a

autoridade competente da IA.
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CAPITULO VI
MODELO DE GOVERNACAO DA IA

ARTIGO 57.°
(Governagido Diversificada e Colaborativa)
O Estado estabelece e aperfeicoa o sistema de governagao da IA, caracterizado
pela lideranca da administracao publica, coordenagcao com a sociedade e
participagao publica, e constréi um modelo de governagiao colaborativa e

diversificada no campo da IA.

ARTIGO 58.°
(Mecanismo de Coordenacgao Geral)

1. O Estado estabelece um mecanismo de planeamento e coordenagiao
geral para a IA, com o objectivo de orientar, coordenar e planear de
forma abrangente o desenvolvimento e a gestao da IA em Angola.

2. O mecanismo de coordenagao geral para IA cabe a autoridade
competente da IA e deve promover o seguinte:

a) Pesquisas sobre a IA;

b) Formulacdo e implementagao de estratégias e planos sobre a IA;

c) Estabelecimento e implementacado de mecanismos para supervisao e
gestao de riscos da 1A;

d) Formulacio de regras e padrbes especificos para a revisio ética,
rotulagem de dados, seguranca da IA critica, categorizagio e registo
de licencas;

e) Constru¢ao de um sistema de servigos orientado a sociedade para
avaliacio de IA, e apoiar institui¢oes relevantes na educagdo e
formacao em IA;

f) Outras fungdes estabelecidas em diploma préprio.

55



ARTIGO 59.°
(Coordenagio Diversificada)
O Estado incentiva a criacao de organizacdes da industria de IA, promovendo
a colaboracao com instituicoes educacionais e cientificas para prevenir e gerir

riscos de TA.

ARTIGO 60.°
(Comissao de Especialistas)
A autoridade competente da IA e demais 6rgaos e servicos da administragao
publica relevantes organizam uma comissao de especialistas para a prestacao de

suporte técnico e consultivo em tecnologia, ética e legislacao.

CAPITULO VII
REGULACAO, SUPERVISAO E FISCALIZACAO

ARTIGO 61.°
(Autoridade Competente da IA)

1. Para efeitos da presente Lei, deve ser estabelecida, por regulamento
préprio, uma autoridade competente responsavel pela Inteligéncia
Artificial.

2. Sem prejuizo dos demais 6rgaos e servicos administrativos relevantes, a
autoridade competente da IA cabe exercer as fungdes de regulacio,

supervisao e fiscalizagdo da IA em Angola.

ARTIGO 62.°
(Fungdes de Regulatorias e de Fiscalizagao)
A autoridade competente da IA, em colaboragio com as demais autoridades

nas industrias ou areas relevantes, tém as seguintes fungdoes:
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a) Formular normas técnicas de implementacgao para fiscalizacao e gestio
da IA;

b) Realizar campanhas educativas sobre conformidade e orientar
desenvolvedores, fornecedores e usuarios de IA no cumprimento das
suas obrigacoes legais;

¢) Organizar avaliagoes de risco de produtos e servicos de IA;

d) Investicar e lidar com actividades ilegais relacionadas ao
desenvolvimento, fornecimento e uso de IA;

e) Apreciar e decidir sobre queixas e denuncias relativas a produtos e
servicos de 1A;

f) Outras funcdes prescritas em diploma préprio.

ARTIGO 63.°
(Categorizagio e Classificagao)

1. O Estado estabelece um sistema de categorizagio e classificagao da 1A
com base na sua importancia para o desenvolvimento econémico e social
e no grau de risco que pode causar a seguranc¢a nacional, ao interesse
publico ou aos direitos e interesses legitimos das pessoas.

2. A autoridade competente da IA estabelece mecanismos de avaliacdo,
ajustando padroes de classificacio conforme o desenvolvimento

tecnolégico e cenarios de aplicagao.

ARTIGO 64.°
(Fiscalizagao Especial da IA Critica)
O Estado implementa um sistema de supervisao especial para IA critica,
incluindo:
a) ldentificacdo e divulgacao de IA critica;
b) Emissdao de catalogos de produtos para aquisi¢ao de IA critica;
c) Avaliagoes regulares ou certificacbes de seguranca realizadas por

terceiros;
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d) Inspecgoes e auditorias de seguranca de produtos de IA critica;

e) Exercicios regulares de resposta a emergéncias de seguranca.

ARTIGO 65.°
(Monitoramento de Riscos e Resposta a Emergéncias)
A autoridade competente da IA coordena a formulagio de sistemas de
monitoramento e de alerta de seguranca em IA, colecta e analise de informacgoes

de seguranca, bem como a notificacao publica de informacdes relevantes.

ARTIGO 66.°
(Avaliagao e Certificagdo)
O Estado promove a avaliacao e certificacao de seguranca em IA, apoiando

organizagoes profissionais que realizem essas actividades.

ARTIGO 67.°
(Supervisio, Inspecgio e Cooperagio)
A autoridade competente da IA pode realizar inspecgdes, copiar documentos
relevantes e, quando necessario, apreender equipamentos utilizados

legalmente.

CAPITULO VIII
REGIME DE RESPONSABILIDADE DA IA

SECCAOI
RESPONSABILIDADE CONTRA-ORDENACIONAL

ARTIGO 68.°
(Contra-ordenacgao)
1. Quem desenvolva, implemente ou comercialize sistemas de IA comete

contra-ordenagao por violagao as disposi¢oes desta lei.
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2.

As contra-ordenagdes podem ser simples ou graves, nos termos dos
artigos seguintes.
ARTIGO 69.°

(Contra-ordenagées Simples)

Constituem contra-ordenacdes simples, as seguintes:

)
b)

d)

c)

Nao elaboracio ou apresentacao de planos de desenvolvimento de IA;
Constru¢ao de infra-estruturas computacionais com tecnologias nao
seguras ou sem conformidade com padrdes de seguranga;

Falta de realizacao de inspec¢Oes regulares de seguranga;

Uso inadequado ou nao licenciado de plataformas publicas de recursos
computacionais;

Nao disponibilizar ou compartilhar dados publicos conforme estipulado.

ARTIGO 70.°

(Contra-ordenacoes Graves)

Constituem contra-ordenag¢des graves, as seguintes:
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a)
b)

g

h)
i)

Falta de registo de IA critica dentro do prazo legal;

Nio comunicacio de incidentes de seguranca significativos as
autoridades competentes;

Falta de avaliacao de riscos de seguranca em IA critica;

Negacdo ao direito de esclarecimento ou recusa de decisdes baseadas
exclusivamente em 1A;

Colecta de informagbes pessoais sem consentimento ou uso indevido de
IA para avaliagoes privada;

Violagao de direitos de propriedade intelectual;

Violacao da privacidade, seguranca ou direitos fundamentais dos
usuarios;

Constru¢ao de redes de informagao que comprometam a ciberseguranca;

Nao disponibilizar ou compartilhar dados publicos conforme estipulado;



) Nao cumprimento de padrbes éticos em pesquisas financiadas com
recursos publicos;

k) Desenvolvimento de modelos algoritmicos sem respeito as normas de
seguranca ou a circulacao legal de dado;

) Nao contratagao de seguros obrigatorios para produtos e servicos de IA.

ARTIGO 71.°
(Responsabilidade Contra-ordenacional Objectiva)
E punido por contra-ordenacio, independentemente da comprovagio de dolo
ou negligéncia, sempre que se constate a utilizacdo inadequada de sistemas de
IA que:
a) Comprometa a privacidade, seguran¢a ou direitos fundamentais dos
utilizadores;

b) Infrinja normas técnicas ou éticas previstas na lei ou regulamento.

ARTIGO 72.°
(Coimas)
1. As contra-ordenagdes simples sio puniveis com as seguintes coimas:
a) Tratando-se de pessoa singular, o montante minimo da coima ¢é de 1
salario minimo nacional e o maximo de 1 000 salarios;
b) Tratando de pessoa colectiva, 0 montante minimo da coima é de 10
salarios minimos nacionais e o maximo de 7 500 salarios.
2. As contra-ordenagOes graves sao puniveis com as seguintes coimas:
c) Tratando-se de pessoa singular, 0 montante minimo da coima ¢ de 10
salarios minimos nacionais e o maximo de 7 500 salarios;
d) Tratando de pessoa colectiva, o montante minimo da coima é de 50

salarios minimos nacionais e o maximo de 15 000 salarios.
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ARTIGO 73.°
(Sangdes Acessorias)
As contra-ordenagoes graves podem ser simultaneamente punidas com coima
e com as seguintes sangoes acessorias:
a) Perda dos equipamentos ou sistemas e demais objectos utilizados na
pratica da contra-ordenagao;
b) Encerramento do estabelecimento ou instalagoes utilizadas para a pratica
da contra-ordenacao por periodo de dois anos;
¢) Privag¢ao do direito a subsidio ou beneficio outorgado por entidade ou
servigo publico por periodo de dois anos;
d) Suspensio de registos, licencas ou quaisquer autoriza¢oes dadas nos
termos da presente lei e demais legislacao complementar, por periodo de

dois anos.

ARTIGO 74.°
(Aplicagdao das Coimas e Sangbes Acessorias)
1. As coimas e sangoes acessorias previstas na presente lei, sao aplicadas pela
autoridade competente da IA.
2. Na aplicacido de coimas e acessOrias previstas na presente lei, sdao
observados os seguintes critérios de graduagio:
a) Grau de culpabilidade do agente;
b) Gravidade da contra-ordenacao, considerando o risco ou dano
causado aos direitos fundamentais e ao interesse publico;
c) Capacidade econémica do agente, garantindo proporcionalidade e
eficacia da sancao;
d) Beneficios econémicos obtidos com a pratica da contra-ordenagao;
e) Circunstancias atenuantes e agravantes;
f) Medidas de correccdo espontianeas adoptadas pelo agente apos a

identificacao da contra-ordenacao;
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g) Grau de colaboracao com as autoridades administrativas durante o

processo de fiscalizagao.

ARTIGO 75.°
(Regime Supletivo)
A Lei sobre o Regime Geral das Contra-Ordenagoes ¢ supletivamente aplicaveis

a tudo que nao esteja previsto na presente secgao.

SECCAO I1
RESPONSABILIDADE PENAL

ARTIGO 76.°
(Crimes no Ambito da IA)

1. Comete crime punivel com pena de prisao de 1 a 12 anos, salvo se outra pena
mais gravosa nao resultar da legislacio penal, quem proceder a implantagao
ou utiliza¢do dolosa de sistemas de inteligéncia artificial, com a finalidade de:

a) Violar a privacidade e os direitos fundamentais das pessoas;

b) Promover discriminag¢ao ou incitar ao 6dio através de algoritmos;

c) Criar danos graves a seguranca nacional, a ordem publica ou ao
processo democratico;

d) Facilitar a pratica de crimes contra o Estado, incluindo espionagem;
terrorismo ou outros actos que atentem contra a segurang¢a nacional;

e) Comprometer de forma irreparavel a integridade de institui¢des ou a
seguranca nacional.

2. Tratando-se de pessoa colectiva ou entidades equiparadas, aos crimes
previstos no numero anterior sao aplicadas as penas de multa entre 200 e 360
dias ou dissolugao, sem prejuizo das penas acessorias estabelecidas na lei
penal para as pessoas colectivas e entidades equiparadas.

3. A aplicagio das penas previstas no numero anterior, niao exclui a

responsabilidade criminal do agente que actuou em nome da pessoa colectiva
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ou entidade equiparada, ainda que seja em conformidade com as instrugdes

desta.

ARTIGO 77.°
(Circunstancias Agravantes Penais)
As penas previstas na presente lei, sao agravadas até um terco quando:
a) Houver reincidéncia nos termos da legislacao penal e processual penal;
b) O crime for cometido com uso de tecnologias avancadas, como deepfakes
ou bots automatizados para manipular a opiniao publica;
¢) O crime ocorrer em contextos de estado de excepgao constitucional,

situacdo de calamidade publica ou periodos eleitorais.

ARTIGO 78.°
(Suspensido Condicional da Pena)
Sem prejuizo da legislagiao penal, a execugdo da pena pode ser suspensa, se o
agende cumprir com as seguintes condigoes:
a) Reparacdo dos danos causados as vitimas;
b) Participacdo em programas de sensibilizagao ou capacitagiao sobre o
uso ético da IA;

¢) Reu primario e assumir o compromisso de nao reincidéncia.

ARTIGO 79.°
(Concurso de Crime e Contra-ordenagao)
Em caso de concurso de entre um crime e uma contra-ordenacio, o tribunal
que julgar o crime pode também aplicar a coima e as medidas acessorias

estabelecidas na presente lei, salvo se a autoridade competente da IA as tiver ja

aplicado ou existir um processo de contra-ordena¢ao pendente.
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SECCAO III
RESPONSABILIDADE CIVIL

ARTIGO 80.°
(Responsabilidade Objectiva)

1. Constitui-se na obrigacao de reparar os danos ou de indemnizar os
lesados, aquele que, independentemente da culpa, desenvolva ou
comercialize sistemas de inteligéncia artificial que tenha causado danos a
terceiros ou interesses publicos ou nacionais.

2. Responsabilidade civil dos desenvolvedores e fornecedores de IA ¢

solidaria, nos termos da lei geral.

ARTIGO 81.°
(Responsabilidade Civil Conexa com a Penal)
1. A responsabilidade civil ¢ independente da responsabilidade penal.
2. Constituindo-se o facto gerador de responsabilidade civel um crime, o
pedido civel de indemnizagao pode ser deduzido no ambito do processo-

crime e corre por apenso a este nos termos da lei processual penal.

CAPITULO IX
DISPOSICOES FINAIS

ARTIGO 82.°
(Publicidade das Sancgdes)
As decisoes sancionatorias definitivas sao publicadas e divulgadas com o
objectivo de dissuadir os crimes e contra-ordenagdes, bem como promover a

transparéencia, respeitando os direitos de privacidade do agente.
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ARTIGO 83.°
(Receitas das Sangoes)
Os valores arrecadados com multas e coimas serdao destinados a autoridade
competente da IA e aplicados no fortalecimento da fiscalizacdo, educagao

publica e inovacao tecnologica.

ARTIGO 84.°
(Mecanismo Piloto de Supervisio)
O Estado estabelece mecanismos piloto de supervisdao, oferecendo incentivos
e facilidades para desenvolvedores e fornecedores que participem de projectos-

piloto.

ARTIGO 85.°
(Duvidas e omissoes)
As duvidas e omissbes resultantes da interpretacdo e aplicacdo da presente lei

sao resolvidas pela Assembleia Nacional.

ARTIGO 86.°
(Entrada em vigor)

A presente lei entra em vigor na data da sua publicagio.

Vista e aprovada pela Assembleia Nacional, em Luanda, aos de

de 2025.

A Presidente da Assembleia Nacional, Carolina Cerqueira.

Promulgada em de de 2025
Publique-se.

O Presidente da Republica, Jodo Manuel Gongalves Lourengo
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